The range of insect dormancy responses
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Abstract. Insect dormancy responses, in the broad sense of modifications of development, are examined from a general perspective. The range of responses is extraordinarily wide because environments are diverse, different taxa have different evolutionary histories, adaptations are needed for both seasonal timing and resistance to adversity, and not only development but also many other aspects of the life-cycle must be coordinated. Developmental options are illustrated by examining the wide range of ways in which development can be modified, the fact that each individual response consists of several components, and the different potential durations of the life-cycle. The concepts of alternative life-cycle pathways (chosen according to current and likely future environmental conditions) and of active and passive default responses are treated. Also introduced are aspects of variation and trade-offs.

Some general conclusions that help in understanding dormancy responses emerge from such an examination. Many options are available (cf. Table 1). The nature of the habitat, especially its predictability, determines the potential effectiveness of many of the developmental options. Any particular set of responses reflects evolutionary history and hence depends on past as well as current environments. It is not necessarily obvious what kinds of selection, especially requirements for timing versus resistance to adversity, explain a particular life cycle. Life-cycle pathways have multiple components, so that components cannot be analyzed in isolation. A given feature, such as delayed development, can have multiple roles. Default responses can be either active (development continues unless signalled otherwise) or passive (development stops unless signalled otherwise), making necessary a broad approach to understanding the action of environmental cues. Even relatively minor effects that fine-tune dormancy responses enhance survival, but may be difficult to detect or measure. Trade-offs are not inevitable, not only when certain resources are surplus, but also because resources in very short supply (constraints) cannot be traded off. Life-cycle components are widely, but not universally, coordinated. These conclusions confirm that the range of dormancy responses is wider, more complex and more integrated than has often been recognized.

INTRODUCTION

Most insects change the rate of development, or even suppress development altogether (quiescence, diapause), to cope with environments that differ in quality from place to place or from time to time. Many reviews (e.g. Danks, 1987) have considered detailed developmental responses to environmental conditions, especially photoperiod. Even so, the breadth of the responses available to insects and the extent to which they are coordinated have not always been fully appreciated. This paper examines the range of such responses from a general perspective, rather than treating details such as the stage, seasonal placement or voltinism of particular species. Such an approach suggests how the responses integrate key environmental and developmental constraints, and generates conclusions that may be helpful for studying and understanding them. A broad approach seems useful too given recent emphasis on molecular, biochemical and genetic studies, most of which address operations of the detailed machinery that runs the life cycle, rather than its wider ecological context. Because most of the phenomena described are widespread, relatively few of the possible examples are cited here, and instances published more recently and not cited in earlier reviews are favoured.

The range of dormancy responses is very wide for four main reasons:

Environmental differences

Different environments have different temporal, especially seasonal, patterns, with different abiotic and biotic elements (e.g. climatic stresses, habitat stability, predation and competition). Depending on the environment, a focus on response to the seasons throughout the year (see Musolin & Saulich, 1999 for an example of this approach), on seasonal stream discharge (Nolte et al., 1997) or on tidal patterns (Saigusa & Akiyama, 1995) may be appropriate. Some habitats are non-seasonal, because conditions are similar throughout the year except for unpredictable changes (Towns, 1981; Yule & Pearson, 1996). Of course, different species develop at different seasons in the same habitat. Some species are active in winter even in temperate environments (Aitchison, 1979). Maximum growth of some chironomid species occurs in winter (Berg & Hellenthal, 1992). A springtail has a long egg diapause from spring to fall and grows and reproduces only in winter (Itoh, 1994). Moreover, because habitat as well as climate determines the conditions experienced, the effect on development of the different habitats occupied by different individuals may even be greater than the year-to-year effects of weather (e.g. Weiss et al., 1993, Weiss & Weiss, 1998 for emergence times in a butterfly).

Theoretical analyses have emphasized the stability or permanence of habitats and their patchiness as the key
Activity and resistance

The discussions of Krebs & Loeschcke (1999) and Parsons (1993) suggest that activity and resistance can obscure these relationships. Stress, with or without a temporal component, is another way to view the impact of environmental conditions on life histories; compare the discussions of Krebs & Loeschcke (1999) and Parsons (1993).

Consideration of both specific factors and general theories thus shows environments to be so complex — in conditions, in time and in space — that almost any combination of life history features is possible (cf. Gaston & Reavey, 1989 for Lepidoptera). Overgeneralizations are not wise (Hodek, 1999).

Evolutionary differences

Each species has a particular evolutionary history, which limits or favours aspects of its current adaptations. Therefore, the responses of related taxa tend to be broadly similar. For example, differences in the rates of development and of oviposition in phytoseid mites vary significantly among subfamilies, genera and subgenera as well as among species (Zhang, 1995). Phylogenetic constraints therefore govern adaptive syndromes (Price, 1994), and some groups are limited to a particular range of conditions. The potential life-cycle traits of oribatid mites are constrained by slow development and other characteristic features (Norton, 1994). Broad phylogenetic constraints influence the overwintering stage, which is fixed in many species that enter diapause in that stage (e.g. Danks, 1987).

Evolutionary history is important at a more detailed level too, because life-history evolution of a given species has been to past rather than current habitat conditions (Pritchard et al., 1996) or to past rather than current competition (Ayal et al., 1999, p. 60). Related species with similar ecologies but different life histories may each have been trapped by historical accidents on different adaptive peaks (Schaffer, 1974). It is then difficult to interpret how particular adaptations developed if only their correlation with current environments is considered.

Activity and resistance

Insects need to grow and reproduce when conditions are favourable, a matter of timing of the feeding and reproductive stages. Synchrony of the population as well as its coincidence with the favourable season can be important too. Insects also need to survive conditions unsuitable for reproduction or development (typically in a season that is too cold or dry), a matter of both the timing of an inactive stage and its resistance to adversity. Therefore, adaptations assumed to respond to resistance may in fact respond instead to the timing of activity. For example, aestivation of a cholevid beetle serves to delay and so synchronize the life cycle, rather than to avoid deteriorating climatic conditions (Ehler et al., 1997). Diapause in eggs of a grasshopper primarily prevents egg hatch at an inappropriate time of year, rather than conferring any additional resistance to desiccation over that of non-diapause eggs (Colvin, 1996).

Of course, such a balance is different in different species (Pener, 1997, p. 315, for Orthoptera). It is more likely to be weighted towards reproductive timing than towards resistance in subtropical compared to temperate strains (Tanaka, 1992 for a spider).

Life-cycle coordination

All responses of a species must be coordinated if the life cycle is to be completed successfully. Such a requirement forces the integration of many developmental and other traits (see Trade-offs and coordination).

LIFE-CYCLE PROGRAMMES

A series of steps is required to complete development. Therefore, different options can be included at various stages, and alternative dormancy responses are common in life-cycle pathways (Danks, 1987, 1991). Such alternatives include diapause or non-diapause, slow development or fast development, and diapause or quiescence. For example, in a cerambycid beetle, chilling averts diapause, and these quiescent larvae can catch up to larvae that have entered diapause (Shintani & Ishikawa, 1997). Even diapause itself is a special form of development, not simply its prevention (Danks, 1987), with the expression of novel genes (Flannagan et al., 1998). The many options mean that, just as for “types” of diapause (cf. Danks, 1987, pp. 12–16), it is difficult to develop any simple classification for the “types” of life cycle that occur in particular taxa (cf. Thiele, 1977; Nilsson, 1986).

Both genetic programmes and environmental responses contribute to the available options. The genotype heavily controls the diapause propensity of species such as the stored-product mite Lepidoglyphus destructor (Schrank) (Knülle, 1991). Some taxa have highly patterned sequences of mophs in successive generations, notably in aphids, which are pre-programmed for major adjustments in reproductive strategy through time, even though sex and morph determination are also under environmental control (e.g. Austin et al., 1996; Dixon & Kundu, 1998; Helden & Dixon, 1998; Erlykova, 1999). In at least a few species, an endogenous timer appears to set the response (e.g. Kipyatkov, 1994; Rasmova, 1995; Nishimura & Numata, 1998). Environmental responses range from relatively simple ones, such as diapause development followed by a response to increasing temperatures in spring, providing seasonal synchrony, to complex responses to diverse environmental cues throughout the life cycle, ensuring appropriate seasonal coincidence of the stages (for examples see Topp, 1990, 1994; Danks, 1991, 1994a; Shindo & Masaki, 1995; Tilley, 1996; Aoki, 1999).

The complexity of responses in typical individual species suggests that even modest fine-tuning of the response has selective advantages (Danks, 1994a, p. 17). For example, photoperiodic responses commonly are supplemented by small effects of food or moisture. The broad effects of a critical photoperiod are modified by the effects of change, or the critical daylength for later development changes according to earlier daylengths (Kimura & Masaki, 1998). Very small percentages of individuals provide various kinds of survival insurance to the popula-
tion (Danks, 1983). For example, a few females of some species overwinter more than once (such as 1.3% of individuals: Nelemans et al., 1989). Such effects are difficult to detect, and increase the complexity of necessary experiments.

**Degrees of developmental modification**

Developmental responses vary from a complete stoppage of development, through slow development, to the acceleration of development above normal. Responses can be all-or-nothing (such as the simple opposites of non-diapause and diapause) but also occur on a sliding scale, and both types of response can occur in a single species (e.g. Barker, 1992 for diapause, non-diapause and slowed development (under different conditions) in the larval stage of a moth; Tanaka et al., 1999 for the existence and the intensity of diapause in a cricket). Moreover, there is more than one way to effect a given pattern of development. Therefore, complete control over the seasonal coincidence of a given stage is potentially possible. The following examples illustrate part of the range of possibilities.

Many species respond to different conditions by changing the nature of the diapause or by growing at different rates during the same or subsequent instars (e.g. Danks, 1987, Table 33). In particular, complex life-cycle controls can be exercised if the direction of the responses, to photoperiod for example, changes as development proceeds (e.g. Kato, 1989; Danks, 1991; Tauber et al., 1998), or if changing photoperiods have different effects than stationary ones on the duration of diapause (Canard & Grimal, 1993; Koštál & Hodek, 1997) or on the rate of development (Kemp, 2000). Some species, but by no means all, respond to photoperiod in a quantitative or at least graded manner, with the rate of growth or the degree of developmental slowdown scaled to the photoperiod (Wassmer & Page, 1993; Trimble, 1994; Suzuki & Tanaka, 2000). Quantitative responses are seen in some species for the incidence of diapause, at least near the critical photoperiod (Kimura, 1990). In others, diapause intensity depends on the conditions during induction, of photoperiod (Nakamura & Numata, 2000) or temperature (Glitho et al., 1991; Kalushkov et al., 2001), and in addition photoperiod can act directly during diapause development to change diapause intensity (Nakamura & Numata, 2000). All of these quantitative effects allow the degree of response to be further refined.

A very common system for delaying development in larvae is the addition of extra moults, normally with an ongoing, although often relatively slow, increase in size. Many species have different numbers of instars under different conditions, especially of photoperiod and temperature, but also of directly limiting factors such as poor or reduced food or crowding. For information on a sample of species with a range of responses see Li et al. (1993) and Kamata & Igarashi (1995) for Lepidoptera; Kawan & Ando (1997) and Tanaka et al. (1999) for Orthoptera; and Shintani et al. (1996) for Coleoptera. Several species have stationary moults which do not result in an increase in size, and may even lead to size reduction: see Kfir (1991) and Maruyama & Shinkaji (1991) for Lepidoptera; Kotaki et al. (1993) and Gerard & Ruf (1997) for Coleoptera.

The wide range of possible dormancy states and developmental rates partly reflects the fact that reductions in the rate of development have several different uses. For example, they can conserve energy, protect against adversity, synchronize the feeding stage with food resources, optimize the timing of reproduction, synchronize individuals, prevent a risky generation late in the year, or assist in further life-cycle programming by allowing environments to be monitored for a longer period. Changes in developmental rate (including additional larval moults) in effect make “extra” time available during development, time that is put to a variety of uses. For example, extra developmental time can be used to store reserves for a subsequent dormancy (Novakova & Nedvěd, 1999 for Pyrrhocoris). However, some species appear simply to “waste” the time without feeding. Longer developmental times that take a given stage later into the year, and hence into longer or shorter daylengths, increase or reduce diapause incidence and so influence the number of annual generations (e.g. Ishihara, 2000).

These examples confirm that the structure of life cycles varies from unimodal responses, such as one obligate diapause seasonally and direct development at the normal rate at other times, to polyvalent systems using a wide range of simultaneous and successive developmental options. Many complete stoppages of development coincide with adverse seasons, whereas most growth-rate adjustments fine-tune the response to optimize the seasonal coincidence of appropriate stages (Danks, 2001).

**Number of components**

Developmental options are especially diverse because both life cycles and their individual dormancy responses consist of a number of successive components. Although many species have a single main dormant period annually, many others structure the life cycle by means of multiple diapauses in the same or different stages, which enforce seasonal coincidence and also commonly synchronize reproduction. For example, diapauses in successive larval instars can generate life cycles lasting up to several years (e.g. Wipking and Mengelkoch, 1994 for Zygynaeta; Nishizuka et al., 1998 for Lepisma). More typically, such forced pauses in development adjust the life cycle so that it lasts for exactly one year (e.g. Goddeeris, 1990 for Tanytarsus).

Successive potential diapauses are also known within a single stage, as in eggs of several species of Orthoptera (e.g. Ingrisch, 1986; Niva & Becker, 1998). Similarly, in several species of adults, contrary to earlier opinion, diapause can be reinduced, normally by photoperiod, so that reproductive patterns in the adult stage are programmed into two or more subsets (see e.g. Hodek, 1971, 1979; Van Houten et al., 1991; Hodek & Hodková, 1992; Nakai & Takeda, 1995; Nakamura et al., 1996; Nakamura & Numata, 1998; Inoue et al., 2000).

There are multiple substages even during a single diapause. Diapause development usually consists of two or
more distinct developmental phases (e.g. Laveneau & Hilal, 1990), so that its end is not always governed simply (see Life-cycle control). For recent examples and discussion see Wipking (1995), Johnsen et al. (1997), Nomura & Ishikawa (2000) and Gray et al. (2001). Similarly, ovari an diapause comprises several seasonally coordinated steps rather than a simple arrest in reproduction (Koštál & Šimek, 2000). Of course, even normal development consists of a series of substages such as growth periods and moulting periods, the latter comprising as much as half of the total time in some insect species (Ayres & MacLean, 1987; Ayres & Scriber, 1994).

Finally, successive responses commonly are linked. For example, diapause affects subsequent fecundity or other life-cycle traits in some species (e.g. Ishihara & Shimada, 1994; Ishihara, 1999). Many species that enter diapause grow more slowly in the preceding stage(s) (Johnsen & Gutierrez, 1997; McGregor, 1997), even in parasitoids (e.g. Nealis et al., 1996). Among other possible benefits, longer feeding may permit a greater size, a potential pre-requisite for survival during diapause. Conversely, slower growth in one stage may be compensated for by faster growth in a later stage (e.g. Volney & Liebhold, 1985) or females maturing later may lay eggs earlier in their life span and over a shorter period than those maturing early, ensuring offspring survival albeit at the expense of fecundity (e.g. Landa, 1992). Nymphs of a bug develop faster in short days, which induce reproductive diapause in sub­sequent adults (Ruberson et al., 1991).

The fact that many successive components make up a given life cycle or a given dormancy permits the precise control and execution of appropriate developmental pathways.

**Life-cycle duration**

The duration of the life cycle depends on how developmental responses are coordinated. Typical multivoltine species have a single dominant life-cycle control such as diapause to constrain development for the adverse season, but many generations with rapid development succeed one another during the active season.

In other species, each generation follows the same annual pattern and the life cycle is strictly univoltine. Some of these species have a single extended diapause, for example more than 9 months for the bamboo borer Omphisa fuscidentalis Hampson (Singtripop et al., 1999). Other univoltine life cycles are controlled by repeated diapaus es and growth-rate responses.

Life cycles of a few species always take more than one year (Brandmayr & Brandmayr, 1986; Danks, 1992; Kaplan, 1995; Barton et al., 1996; Townsend & Pritchard, 1998), even in the tropics (Sweeney et al., 1995 for a mayfly). Like the univoltine species, such species may have one or a combination of slow development (Aoki, 1999), slow dispersed growth and reproductive effort (Chaabane et al., 1977), extended diapause (DeWalt & Stewart, 1995 for some semivoltine stonefly species; Köhler et al., 1999) and repeated diapause (Higaki & Ando, 1999).

An interesting set of species has complex life cycles of variable duration, often resulting from cohort splitting. Typically, one part of the cohort emerges the year before the other. Such patterns are best characterized in aquatic species (e.g. Aoki, 1999) but are known also in terrestrial environments (e.g. David et al., 1999).

Alternatively, or in addition, larval numbers and sizes are spread out over time, not just separated into two temporal groups. For example, the stonefly Agnetina capitata (Picter) maximizes such a spread by means of variable and delayed egg hatch, extended adult emergence, and a long oviposition period (Moreira & Peckarsky, 1994). Some caddisfly species have wide variation in developmental rates, overwintering in different larval stages, and asynchronous extended flight periods (Sanggradub et al., 1999). Separate cohorts may coexist in the same year (Lindegaard & Mehl, 1993 for two Heterotrissocladius species), although apparently they are not reproductively isolated. The life cycles of several Hexagenia mayflies are characterized by marked variability in development and overlapping cohorts (Giberson & Rosen berg, 1992b, 1994). Some Australian mayflies have asynchronous life cycles of variable duration, e.g. 0.5 to 3 years (Campbell, 1986). More complex life cycles, especially the longer variants, lead to overwintering in a variety of instars or different stages (e.g. Tanaka & Uemura, 1996; poly­variant life cycles of Sharova & Denisova, 1997).

These differences in life-cycle duration and variability among and within species appear to be correlated chiefly with two environmental features, the level of resources and the degree of habitat stability. Very long life cycles are most prevalent in habitats and regions that are cold, such as the arctic, and that supply poor quality food, such as wood (Danks, 1992).

Slow conservative life cycles tend to accord with stable, though not always cool, habitats ("K-strategy"), and also may serve to avoid intraspecific competition (Tasch & Topp, 1991 for the mole-nest staphylinid beetle Quedius ochripennis Ménétres). Univoltine species are more susceptible to habitat disturbance than multivoltine ones, because they cannot recolonize as readily (Tiemann & Arsuffi, 1991). Such a conclusion is confirmed by the fact that spiders from older habitats tend to be univoltine, and those from disturbed ones multivoltine (Draney & Crossley, 1999). Cohort splitting and wide temporal spread of the members of a cohort, as well as high adult mobility and generalist habitats (Townsend et al., 1997), likewise can compensate for habitats or seasons that are disturbed or unpredictable (habitat stability and unpredictability are considered further under Variation). Overwintering in multiple stages may extend the reproductive season and buffer the population against adverse fall or spring weather (Murray & Giller, 1991).

**LIFE CYCLE CONTROL: ACTIVE OR PASSIVE DEFAULTS**

Control of seasonality ranges from simple direct temperature control (Logan & Bentz, 1999 and Powell & Jenkins, 2000 for Dendroctonus) to extremely complex...
responses to a range of cues (e.g. Ikeda-Kikue & Numata, 1992, 1994; Danks, 1994a). Cues include those like plant quality drawn from the current insect habitat, those like photoperiod not specific to the habitat, and maternal influences (Stadler, 1992). Here, I focus not on details of control by particular cues, but rather on the more general concept of active default versus passive default responses, because I believe that many problems in understanding dormancy stem from a failure to appreciate that patterns of development have different default settings in different species, a concept briefly introduced by Danks (1987, p. 279; 2001).

When the default is active, normal development goes on unless some alternative is specifically signalled or induced. For example, the normal developmental rate depends only on temperature (governing metabolic rate). Specific environmental cues are then required to alter developmental rate or induce diapause. Diapause elapses spontaneously and does not need specific cues or a sequence of cues to end.

When the default is passive, development stops even if conditions do not change. For example, diapause takes place whatever the environment and ends only when signalled to do so by certain changes in conditions.

Such a concept can be applied not only to developmental rate and diapause, but also to instar number, wing development, and seasonal morph. The active-passive distinction was implied in Müller’s (1970) term “parapause” for obligate diapause requiring environmental change for development to resume. Hodek (1981, 1983) coined the terms horotelic, for processes of diapause development that take place at a standard rate as intrinsic inhibition diminishes, and tachytelic, for processes that occur at a faster rate stimulated by outside influences. For a recent example see Koštál et al. (2000).

Actual life cycles reflect one or a combination of active and passive alternatives. Most species develop most of the time automatically (active), but include in their life cycles one or a few key control points, such as winter diapause induced by short days.

Species in which the default is passive (development stops unless signalled otherwise) have created particular confusion. So-called “obligate” diapause under constant conditions might be simply an automatic or endogenous suppression of development for a period independent of conditions. But such a diapause might instead end as soon as there is a specific required change in cues. Furthermore, because diapause development in many species can go on either spontaneously or in response to external cues, the environmental programme required to end a given diapause changes through time.

In many species, the change of conditions required to end “obligate” diapause consists of only two steps (Danks, 1987, Table 23). Commonly only simple photoperiodic changes are required, e.g. long days then short days, albeit sometimes across several developmental stages (Haderspeck & Hoffmann, 1990). Two-step responses to temperature for diapause development are common too (e.g. Worland et al., 2000), though often not clear cut (Kim et al., 1990; Tzanakakis & Veerman, 1994). Other species use a change in foodplant cues (Githio et al., 1996). However, in several species requirements to end diapause are complex and multiple, allowing many different life-cycle durations including very long dormancies.

Nevertheless, some commitments to development can be reversed. For example, diapause intensity in Locusta eggs is reduced or restored by temperature (Ando, 1993); male reproductive diapause is reversible in many orthopterans (Orshan & Pener, 1979); examples of the reinduction of adult diapause were cited under Number of components. “Induction” and “deinduction” take place at the higher control level according to Zaslavski (1995). Such reversibility is not unlimited. After a given stage has been reached, development cannot be reversed. For example, in some species once fat has been allocated to eggs it cannot be resorbed and used for survival (Ellers & van Alphen, 1997). Even in aphids, only younger embryos can be resorbed (Stadler, 1995). Once cells have differentiated beyond a certain stage alternative developmental outcomes are no longer possible.

The passive-active concept also forces consideration of which alternative — a commitment to development or to non-development — is “normal”. Although many authors have assumed that development rather than dormancy, winged rather than wingless morphs, the absence rather than the presence of hormones to control diapause, and so on, are “normal”, basic developmental patterns of this sort in fact depend on the species and its past and current habitats, because the adaptive value of the different responses is linked to the pattern of habitat suitability for a particular species.

In general, passive, conservative or fail-safe responses are prevalent in species from more severe or unpredictable habitats. There, conditions are often unsuitable and moreover current environmental signals might not give useful information about habitat suitability in the near future. For example, “obligate” diapause, long diapauses relatively insensitive to external cues, two-stage or multiple-stage responses, and other very narrow requirements for diapause-free development are most common in habitats such as the arctic (cf. Danks, 1981) and places with intermittent drought (cf. Wardaugh, 1986). In less severe habitats, on the other hand, conditions are generally suitable for activity, and moreover reliable environmental cues provide information that allows dangerous conditions to be avoided by adjusting the rate of development, the onset of diapause, or the end of diapause development. Monitoring environmental signals as late as possible in development normally gives the most useful information (Danks, 1987, p. 80, for diapause induction; Kooi & Brakefield, 1999 for wing-pattern induction).

In summary, passive defaults are especially valuable where environments are severe or where short-term environmental signals might be misleading; active responses would be likely to expose vulnerable individuals to danger. Active modes take advantage of conditions that are
generally suitable; under the same circumstances opportunities would be missed if the default were passive.

**VARIATION**

Organisms differ in the degree of variation, its genetic or environmental basis and its responsiveness to current environments. These patterns reflect natural environmental patterns. Geographic variation among populations has been treated in detail in many past reviews (Danks, 1987, pp. 160–173; Masaki, 1996, 1999; and references cited there) and is not considered further here.

Part of the variation among individuals stems from genetic differences. Continuous variation, typically normally distributed, occurs in all traits of course, but in some species the range of continuous variation is very wide and not necessarily normally distributed (some examples were cited under Life-cycle duration). Commonly the variants are divided into two or more subsets (polymorphism) (cf. Danks, 1994b), as discussed later in this section. Genetic variation is maintained at a relatively high level in natural populations. The heterogeneity of environments means that no one genotype is suitable for them all: genotype-environment interactions are pervasive (e.g. Brakefield & Kesbeke, 1997) and help to maintain variation in developmental and other characters (for sample information see Gebhardt & Stearns, 1992; Rochat et al., 1999; Jia et al., 2000; Iriarte & Hasson, 2000). Depending on the way of life of the species, such differences can be maintained on a very small scale, even between individual trees in the aphid *Kaltenbachiella japonica* (Matsumura) (Komatsu & Akimoto, 1995). Not all genotypes are exposed to selection in any given generation. A pool of dormant individuals helps to slow evolution (Hairston & Stasio, 1988). Moreover, diapause genetics is relatively complex and organisms have specific genetic mechanisms to retain variation. Therefore it is very difficult to eliminate diapause completely in most species even by strict laboratory selection (cf. Danks, 1987, Table 30).

At one extreme, development is canalized. The response is highly conserved to reduce phenotypic variation, and thereby protected against environmental perturbation by temperature or other factors, and against genetic change by mutation and recombination. Such canalization is usually most visible for traits that have the greatest impact on fitness (Stearns & Kawecki, 1994). However, canalization is less effective in unusual or difficult environments (cf. Kawecki, 1995).

Variation among individuals can stem too from plasticity, different responses to different environments by the same genotype (Sakwinska, 1997; Nylin & Gotthard, 1998). Many developmental features can be adjusted and many cues can be used for the adjustment (see Danks, 1987, 1994a). For example, larval development of many Lepidoptera is continuously modified by interpreting cues such as photoperiod that indicate season and hence the remaining duration of suitable conditions, including the likelihood of “time stress” if the interval remaining for development is too short before winter (Nylin, 1994; Gotthard et al., 2000). Features including especially size, time and growth rate, but also sex (e.g. protandry), reproductive effort, morph, and dormancy can be adjusted in a co-ordinated manner (Banno, 1990; Nylin, 1994; Gotthard et al., 1994, 1999; Brakefield, 1996; Fisher & Fielder, 2000, 2001; Stockley & Seal, 2001). In locusts, morph, activity, food consumption, developmental rate and other more subtle changes give extraordinary phenotypic plasticity (Pener & Yerushalmi, 1998).

Both genetic and plastic elements are integrated in a given species. There are genetic differences in plasticity, of course. Normally both genetic and plastic responses are combined in the same stage (Bradford & Roff, 1995) and in the same life cycle (Fangsen & Kallenborn, 1998). Whether fixed genetic or labile plastic responses predominate depends on habitat characteristics. A stable habitat can best be exploited by a fixed genotype and different stable regional habitats by local genetic adaptation. However, when habitats are variable or heterogeneous on a small scale, plasticity allows adjustment to the particular subhabitat encountered by a given individual, and general genetic patterns that can be modified by local responses predominate. By the same token, panmictic populations that cannot adapt to regional environments because gene flow is too great can make local plastic adjustments instead: flexible multi-purpose genotypes are then favoured (Blanckenhorn, 1997).

When environments are variable and they provide clues that both indicate future change and can be monitored effectively, plasticity is favoured because it allows effective adjustment to the changes. However, in some variable habitats environmental signals do not predict future conditions. For example, a statistically “mean” rainfall year occurs only every 50 years in the west African Sahel (Launois et al., 1996). In such environments, which prevent adequate plastic adjustments, several fixed genetic morphs or a very wide range of variation that spread developmental types through time are favoured instead. Such multiple groups or widely spread individuals provide insurance against risks that occur in no predictable pattern, and so are a form of “bet hedging” (see Frank & Slatkin, 1990 for sample theory). Bimodal emergence achieves this spread (see Danks, 1987, Table 27; Goulson, 1993; Biron et al., 1999). So does asynchrony (e.g. Courtney, 1991 for deuterophlebiid life histories in streams with unpredictable spates; Neal et al., 1997 for egg hatch of *Malacosoma* where there may be late winter storms; Zwick, 1996, and noted above, for staggered egg hatch in aquatic species such as many stoneflies).

Instances of prolonged diapause (diapause for more than one adverse season) are especially interesting in this context because they are relatively common (Danks, 1987, pp. 190–192; Hanski, 1988; Hanski & Stähls, 1990; Neff & Simpson, 1992; Sharov, 1993; Markov, 1997; Menu et al., 2000). Prolonged diapause even appears in low proportions in species that do not live in especially unpredictable environments (e.g. Gerson et al., 1999). Menu (1993) and Menu & Debouzie (1993) characterize these responses as “coin-flipping plasticity”, or stochas-
tic polyphenism (Walker, 1986), but the results observed for prolonged diapause in several species would be consistent with polymorphism for induction (leading to a risk-spreading resource of morphs with prolonged diapause potential), coupled with some environmental control especially for the end of diapause (compare Danks, 1987, p. 185; Hanski & Ståhls, 1990; Sweeney & Gesner, 1997). Such a feature would parallel on a longer time scale the discretionary end of post-diapause quiescence in many species. In addition to accumulated temperature, some species require further stimuli before development will resume. For example, hatching of some mosquito eggs requires stimuli from oxygen tension, microorganism growth or conspecific larval density (Wood et al., 1979; Edgerly & Marvier, 1992).

The wide occurrence of bet-hedging strategies suggests that when interpreting life histories it is valuable to give explicit consideration to asynchrony, bimodal emergence and prolonged diapause, even when they are rare.

**TRADE-OFFS AND COORDINATION**

Successful development and reproduction require that all environmental challenges are met. Therefore, other life-cycle elements must be coordinated with dormancy responses.

The role of trade-offs in such coordination has attracted considerable general and theoretical discussion, with a focus on the effect of trade-off on demographic parameters such as \( r_m \) and \( R_0 \). In r-selected species such as aphids, for example, resource/size trade-offs maximize \( r_m \). (Kindlmann & Dixon, 1992). In the present context, especially life-cycle timing and the use of resources might be traded off (for examples and further references see Roff, 1992; Stearns, 1992; Danks, 1994a; Abrams at al., 1996; Nylin & Gotthard, 1998). Trade-offs reflect the differential protection of resources, whereby one factor is conserved or enhanced at the expense of another. Factors that can be traded off include all of the features adjusted by the characteristic dormancy responses already noted, such as size, developmental time, growth rate, various components of diapauses and their incidence and duration, morph, instar number, fecundity, patterns of oviposition, life span, resistance to adversity, parental care, maternal influences, stored reserves and activity. But there are few constant relationships: even the well-known correlation between larval size and adult fecundity depends on whether adults feed or not (McPeek & Peckarsky, 1998). Nylin & Gotthard (1998, and other papers) have emphasized the fact that growth rate itself can be modified, so that size and time do not necessarily have to be traded off.

Trade-offs can be simple, or complex and difficult to measure (e.g. Tschinkel, 1993; Schwartzkopf et al., 1999), and can span stages (Bradshaw & Holtzapfel, 1992 for the effect of larval food on adult fecundity in *Wyemoria*).

Most existing studies emphasize relatively simple size-time relationships, but trade-offs are diverse. For example, grasshopper eggs deposited deeper are better protected, but hatching emergence is more difficult (Carrier et al., 1997). Grasshoppers in vegetation obtain more food and experience warmer conditions higher up, but there they suffer more predation from vertebrate predators such as birds. The grasshoppers predominate at intermediate height even though it does not provide the optimal temperature for development (Pitt, 1999).

Of course, trade-offs differ among species, because whether time, size (or its correlates — see Klingenberg & Spence, 1997), or other factors are most important depends on the species. Some species maintain size at the expense of slower development; others maintain developmental rate (Danks 1994a, p. 10). Moreover, trade-offs in the same factors can differ between generations. For example, larger eggs may be advantageous later in the year for growing larger individuals when there is less time before winter (cf. Fitzpatrick & Troubridge, 1993; Mappes et al., 1996). Trade-offs also differ between the sexes of one species. Males tend to minimize development and pre-mating time, often at the expense of size (e.g. Baker et al., 1992; Zonneveld, 1996), whereas females tend to maximize mass, typically for fecundity (e.g. Kleckner et al., 1995; Fischer & Fiedler, 2001), but also for flight range for example (McLachlan, 1986). Nutrient transfers from male to female during mating can further modify these relationships (e.g. Karlsson, 1995).

Unfortunately, such a range of possibilities makes the prediction of resource trade-offs for a given species, to help in planning research, no more reliable than predicting its dormancy responses in advance. Another problem is that the response of a given strain depends on the assay environment (Ackermann et al., 2001), so that dissimilar results, especially for fecundity, can come from different tests.

Although useful generalizations have been derived from “trade-off” theory, viewing every feature as subject to trade-offs is not helpful. Priority items, notably survival, will be protected first (Stearns, 1992, p. 109). Complex life histories may generate misleading conclusions. For example, egg hatch in the tree-hole mosquito *Aedes triseriatus* Say generates asynchronous larvae, reducing competition (Edgerly & Livdahl, 1992), so that experimental assessments of the trade-offs made with crowded individuals may not be relevant to the life cycle in nature.

Most importantly, conditions often act simply as direct constraints that prevent or limit potential trade-offs within a particular species. If resources are severely limited growth will be at the maximum allowed by the resources, and there can be no trade-off involving time or size. For example, limited food resources usually determine final size directly (Giberson & Rosenberg, 1992a; Tammaru, 1998); adopting a longer season in order to grow bigger instead is not necessarily an option. Undersized blowfly larvae develop directly; resource-dependent diapause is not an option (Saunders, 1997). Trade-offs are constrained by nitrogen limitation in the food, which lowers fecundity, egg development, larval growth rate and survival in a moth (Taylor, 1988). Although predation can dictate growth rate or voltinism and so may be traded off, in most cases pressure from predators decreases perform-
ance directly through disturbance or mortality, with no option to trade off time adaptively — as has often been theorized — by speeding up development to reduce the risk of predation (Martin et al., 1991; Peckarsky et al., 1993; Ball & Baker, 1995); but see Peckarsky et al. (2001).

The relevance of examining constraints and not just emphasizing trade-offs is confirmed by the fact that natural populations of some species are nutritionally stressed year round. Wild individuals of *Drosophila buzzatti* Patterson & Wheeler are 25% smaller at a given temperature than they would be in the laboratory (Thomas, 1993). Such findings suggest that many species may have relatively little life-cycle trade-off room. In contrast, attention has been captured mainly by conspicuous examples where, at least at some times of year, resources or time are potentially surplus (Nylin et al., 1989), enabling clear trade-offs to be made according to other factors.

Life cycles are governed centrally through linkage among serial or simultaneous components, whether or not there is explicit linkage through resource trade-offs. Again, however, specific coordination depends on the species, and many “expected” linkages in fact are not present. Different traits can be more or less closely connected: for example, cold hardiness is linked to diapause or its intensity in various species (Pullin, 1990; Langer & Hance, 2000; Watanabe & Tanaka, 2000). But the same traits may instead be independent or not correlated: cold hardiness and diapause are independent or partly independent in other species (Tanaka, 1994; Saunders & Hayward, 1998; Goto et al., 2001; Kalushkov et al., 2001). Kalushkov & Nedvěd (2000) showed for a bug that diapause is a prerequisite for acclimation to cold, but cold-hardiness changes in winter independent of diapause. Colour maturation of a dragonfly is independent of sexual maturation (Euda, 1989). Observed correlations may stem from unexpectedly complex connections among traits (e.g. Danks, 2000 for cold hardiness and dehydration).

Some correlations reflect the fact that even traits that are independently controlled may use the same inductive cue such as photoperiod, which indicates the time of year with great reliability. Morph and sex are controlled independently by photoperiod in an aphid (Lees, 1990). Wing and oocyte development are induced by photoperiod at different instars in a gerrid (Inoue & Harada, 1997). Development of reproductive structures stops in one day but growth takes three days to slow down to the short-day rate when larvae of a drosophilid fly are moved from long days to short days (Košťál et al., 2000). Diapause of a bug is governed by a critical photoperiod, but body colour responds through a gradual (quantitative) photoperiodic response (Numata & Kobuyashi, 1994).

Such findings force us once again to consider the life cycle as a whole, and to maintain a broad view in order to understand how its elements are coordinated. For example, responses to habitat conditions are integrated through wing length, dispersal capacity and reproductive pattern, as well as through a rich array of developmental responses, producing diverse syndromes of migration, diapause and life history on various scales (for recent discussion see Den Boer & Van Dijk, 1996; Zera & Denno, 1997; Svensson, 1999). However, it is especially important to remember that elements such as flight and developmental rate have multiple roles. Thus flight in gerrids serves in foraging and escape from enemies as well as in its generally assumed bet-hedging role through dispersed reproductive output (Spence, 2000). Developmental timing can have many simultaneous functions.

CONCLUSIONS

In this paper I have tried to illustrate the great range of dormancy responses, as well as to highlight a few conclusions that may be helpful in understanding them.

Many options are available. The number of subcomponents and their ranges of expression are so wide (Table 1) that it is easy to underestimate the potential complexity of dormancy responses and the possible differences among species and populations. These complexities reflect the enormous range of environments potentially inhabited by insects.

Any particular set of responses reflects evolutionary history. Adaptations respond to past environments as well as to current ones, hindering the interpretation of observed correlations.

It is not necessarily obvious what kind of selection explains a particular life cycle. Adaptations that govern development can reflect mainly the need to reproduce during a favourable season, mainly the need for a resistant stage during the adverse season, or both.

Developmental pathways have multiple components. Dormancy responses contribute to life-cycle pathways (Danks, 1991) that integrate the whole of development and its environmental setting. Therefore, analyzing components in isolation is of limited value (Danks, 2001).

A given feature can have multiple roles. Developmental rate can pertain to reproductive timing, competition, sexual selection, food quality, resistance to starvation, and other requirements.

Default responses can be active or passive. The fact that either development or dormancy might occur unless conditions change makes necessary a broad approach to understanding the action of environmental cues, again from the viewpoint of pathways of development.

Even relatively minor effects are important because they have significant selective advantages. Such fine-tuning (for example, food quality modifying the dominant photoperiodic response, rare extreme variants) may nevertheless be difficult to detect or measure.

Constraints may trump potential trade-offs. Trade-offs are not inevitable, not only because trade-offs are unnecessary if key resources are surplus, but also because resources in very short supply (constraints) cannot be traded off.
Life-cycle components are widely, but not universally, coordinated. There are many potential linkages, but any given element is not necessarily linked with any other element. Their relationships depend upon the particular life cycle and how its various facets are integrated.

These concepts confirm the enormous range of possible dormancy responses in insects, and reinforce the need to analyze them with an appreciation of their extraordinary range and complexity. The context derived from the full range of possibilities helps to inform the design and conclusions of work focussed on specific details.
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